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Solarflare has a mature and proven user space TCP/IP stack that has been integrated into every 
capital market, powering exchanges for over a decade. We recently ported this stack, called Onload®, 
onto SPDK. Solarflare has spent the past 24 months testing and proving the value of NVMe over TCP. 
We like to explore ways to work closer with the SPDK community and ecosystem.  

Solarflare, Transforming the Way Applications Connect to Networks

NVMe over TCP

Storage with SPDK

Patrick Dehkordi
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About Solarflare

• Innovation since 2001
– Founders still involved
– 230+ Employees
– HQ in Irvine CA, Engineering in Cambridge UK
– 2000+ Customers
– 82 countries
– 90% market share in electronic trading
– Onload powers nearly all the the major capital market exchanges.
– Network adapters
– Complementary intelligent network software
– Packet accelerators, Packet capture, Packet filters
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Hardware Advances - 42 Years of Microprocessor Trend Data
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According to Kurzweil, 

since the beginning 

of evolution, more 

complex life forms have 

been evolving 

exponentially faster, with 

shorter and shorter 

intervals between the 

emergence of radically 

new life forms, such as 

human beings, who have 

the capacity to engineer

https://en.wikipedia.org/wiki/Evolution
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System Architecture and performance

• Application
• Kernel
• CPU
• Memory
• Storage IO
• Network IO

Applications

Kernel

CPU Memory Devices
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Metrics for IO performance: Latency vs Packet Rate
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User Layer Networking has Evolved to Address the Problem
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User Space Networking with Onload
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• Direct connection between
Applications and Networks

• Reduced latency (ns)
• Improved packet rate (pps)
• Efficient CPU utilization (W)
• Near zero jitter (sigma) 
• TCP/IP (R&D) 

Onload
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How Onload Works:

11

• Applications makes socket calls unaware of existence of Onload.

• Onload is activated at execution by preloading libonload.so

• Onload Library is a dynamically linked shared object.

• LD_PRELOAD environment variable is used at runtime. 

• Onload sits between the application executable and libc.so

• libc.so is the library that implements normal sockets call

• libonload.so intercepts:

• poll(), select(), epoll_wait()

• recv(), read(), recvfrom(),  

• recvmsg() send(), sendto()

• and others…

• If they operate on these  sockets, libonload.so will take over.

• If not system calls are passed to libc.so

• A list of accelerated file descriptors/sockets is kept to distinguish between user space and kernel space.

• For Rx , filters are inserted for each accelerated socket.

• Filters enable the adapter to DMA a particular packet onto the Onload vNIC.

• Traffic that is not filtered is passed to the Kernel vNIC.

https://www.youtube.com/watch?v=1Y8hoznuuuM
https://www.youtube.com/watch?v=1Y8hoznuuuM
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Applications Seeing 50-400% Performance Gains with Onload

1) Webservers
2) Proxies / Load Balancers
3) Databases
4) Message Brokers
5) DNS / Routers
6) In-memory Data Stores
7) In-memory Compute Grids
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Evolution of IO bus
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Need for a solid state storage protocol
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Evolution of the Storage Stack
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Network Storage NVMe 
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NVMe/TCP
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Demo Setup
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Intel has Highlighted the Benefits of Using SPDK
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SPDK Architecture
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