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 The first HCI case in China（FusionStack®）

 SPC（Storage Performance Council）1/4 Chinese Members

 Top 1 SPC-1 by Price-Performance（FusionStor® ）

About Fusionstack



Fusionstor SPDK-based SPC-1 Result



High Availability

Functionality

Performance

Criteria of Storage Product?



Slow HDD random write use RAID card cache

1GigE Upgrade to 10GigE

Performance Tuning in HDD age



What about using SSD to achieve High 

Performance?



PCI-E has less latency

NVMe Shorten the cost 

of the protocol 

NVMe SSD is much faster than SATA SSD

How should software architecture 
adapt to NVMe SSD?



The Two Performance Killers correlating to kernel

Context switch

Memory copy



2M task ,10 cpu core

time  cost of context switch



Some cases of context switch

CPU time slice exhaustion

Preempted by other threads

Blocking syscall

Yield to another thread

Blocked by lock 

Hardware interrupts



Blocking Task





2M iops ,4k blocksize , 10 cpu core

Elapsed time of memory copy



.

Memory copy in network layer



The kernel isn’t the solution. The kernel is the problem

lock free model

nonblocking syscalls

using as few threads as possible (proportional to core number)

Less memory copy in I/O path（rdma/dpdk zero copy）

Less interrupt（rdma/dpdk）



Programming Model：sync nonblock

 Scheduling：coroutine

 Event Handling：polling

 Multi-core sync： session based hash

Data Path：kernel-bypass

 Network：RDMA  /  DPDK

 Flash:    libaio

 Mem：hugepage



• Software Algorithm
• Lock
• CPU (cache, TLB, branch prediction)
• Memory (page fault, NUMA)
• Compiler

Other Performance Influencing Factors



RDMA-based Storage Architecture
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IO processing time in the kernel



the io path with libaio  in fusionstor



Maximize NVMe Performance using kernel-bypass architecture
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 Support RDMA、NVMe，Intel SPDK-based software architecture

 User space，zero copy

 Polling model，low interrupt cost，high io concurrency



IO processing time when used SPDK



the io path with SPDK  in fusionstor



Using SPDK: Yes VS No



Programming Model：Sync nonblock

 Scheduling：coroutine

 Event Handling：polling Model

 Multi-core sync： session based hash

I/O Path：kernel-bypass

 Network：RDMA  /  DPDK

 Flash：SPDK

 Mem：hugepage



eliminate context switch



Performance result of using kernel-bypass



THANK YOU


