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Agenda

Getting Setup

Intel® VTune™ Amplifier Introduction

matrix sample

Intel® Optane™ DC Persistent Memory Profiling

PMDK Sample

Platform Profiler

Server Sample

Workloads (not included)
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Setup

1. License:

https://registrationcenter.intel.com/en/forms/?productid=3218

2. Install VTune Amplifier  (USB or Download Installer)

3. Copy “Results” folder from USB to laptop

4. Pass USB to neighbor

https://registrationcenter.intel.com/en/forms/?productid=3218
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Accurate Data - Low Overhead
▪ CPU, GPU, FPU, threading, bandwidth…

Meaningful Analysis
▪ Threading, OpenMP region efficiency
▪ Memory access, storage device

Easy
▪ Data displayed on the source code
▪ Easy set-up, no special compiles

Faster, Scalable Code, Faster 
Intel® VTune™ Amplifier Performance Profiler

Claire Cates
Principal Developer
SAS Institute Inc.

“Last week, Intel® VTune™ Amplifier 
helped us find almost 3X performance 
improvement.  This week it helped us 
improve the performance another 3X.”
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Setting up a profile is easy

1. What/where to profile

2. Choose Analysis Type 3. Collection options

4. Push Start * Full command-
line also available
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Two Great Ways to Collect Data
Intel® VTune™ Amplifier

Software Collector Hardware Collector

Uses OS interrupts Uses the on chip Performance Monitoring Unit (PMU)

Collects from a single process tree Collect system wide or from a single process tree.

~10ms default resolution ~1ms default resolution (finer granularity - finds small functions)

Either an Intel® or a compatible 

processor
Requires a genuine Intel® processor for collection

Call stacks show calling sequence Optionally collect call stacks

Works in virtual environments
Works in a VM only when supported by the VM

(e.g., vSphere*, KVM)

No driver required Requires a driver 
- Easy to install on Windows

- Linux requires root  (or use default perf driver)

No special recompiles - C, C++, C#, Fortran, Java, Assembly
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Example: Hotspots Analysis
Summary View
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Example: Threading Analysis
Bottom-up View
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• Microarchitecture Exploration (previously General Exploration) is a hardware events analysis. 
It is preconfigured to sample the appropriate events on your architecture and calculates the 
proper metrics from them.

• Potential tuning opportunities are highlighted in pink.

• To check the efficiency of a hotspot, look at the Retiring metric. If it’s less than the expected 
number for your application type, it’s probably inefficient.

• Hotspots with high retiring values may still have room for improvement.
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Identifying and Diagnosing Inefficiency
Microarchitecture Analysis

App Type Expected

Client/
Desktop

20-50%

Server/
Database/
Distributed

10-30%

HPC 30-70%

> amplxe-cl -collect uarch-exploration -- ./myapp.out
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• Intel® VTune™ Amplifier has hierarchical expanding metrics categorized by the 
four slot types.

• You can expand your way down, following the hotspot, to identify the root 
cause of the inefficiency.

• Sub-metrics highlight pink on their own merits, just like top level metrics.

• Hovering over a 
metric produces 
a helpful, detailed 
tooltip (not shown).

11

Categorizing and Correcting Inefficiencies
Microarchitecture Exploration Analysis

• There are tooltips on 
Summary tabs too:
hover over any     icon.
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Matrix Sample

matrix\vc14\VTune Amplifier 
Results\matrix\matrix.amplxeproj
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Goal

Would like to write memory benchmark achieving max persistent memory 
bandwidth as close to the limit as possible

We now know performance characteristics for Intel® Optane™ DC persistent 
memory DIMMs 
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Algorithm

Use triad kernel similar to the one used is well-known stream benchmark

Original code:
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Initial VTune Amplifier Results (ma_orig)

• Bandwidth peaks at about 12 GB/s. Much lower than expected

• Recall that write bandwidth is much lower for persistent memory. Could 
be write-limited performance.

• Let’s try to avoid writing to persistent memory
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Read-only Persistent Memory 

Allocated array ‘c’ in DRAM instead of persistent memory (i.e. use regular 
malloc instead of PMDK API for it)
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VTune Amplifier result for read-only persistent memory 
(ma_read_only)

• A significant improvement – bandwidth now peaks at 25 GB/s

• Now let’s examine the code more precisely in VTune Amplifier
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VTune Amplifier result for read-only persistent memory

We see some ‘pmemobj_direct_inline’ functions called from our main loop 
taking some time. What are these?
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• The functions are from the D_RO macro

• This prevents compilers from vectorizing the code as can be seen in the 
assembly

VTune Amplifier result for read-only persistent memory
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Move D_RO out of the loop

• Did a simple modification by moving D_RO out of the main loop

• Let’s run VTune and see what this changed
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VTune Amplifier result w/o D_RO (ma_vect_default)

• Peak bandwidth grew a little bit to 26 GB/s

• Let’s examine the code
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• As expected compiler was able to vectorize the code

• But it uses SSE

• Let’s rebuild with -xCORE-AVX2 and see if using wider vectors will help

VTune Amplifier result w/o D_RO (ma_vect_default)
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VTune Amplifier result for AVX2 vectorization 
(ma_vect_avx256)

Bandwidth now peaks at more than 27 GB/s
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We can confirm that the loop is now uses AVX instructions (256-bit YMM 
registers)

VTune Amplifier result for AVX2 vectorization 
(ma_vect_avx256)
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