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Optimization Notice

❑ Core

• Execution units (ALU)

• L1 caches

• L2 caches

❑ Uncore

• Rest of the processor 
besides the core

Performance monitoring
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❑Core monitoring can tell SW how it is performing on 
an iA core - e.g. was the code scheduled to execute 
efficiently?  Were the tasks well balanced?

❑Uncore monitoring can give SW a better sense 
where all that traffic was routed and what was 
involved in processing it

Performance monitoring
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Traffic  Controller
PMON: Uncore/IIO

Write Cache
PMON: Uncore/IRP

L3 Cache + SF
PMON: Uncore/CHA

Memory 
Controller

Uncore PMON: IMC

IA Core
PMON:Core

PCIe bandwidth with traffic 
breakdown per physical device

Incoming traffic breakdown per flow 
type – allocating/non-allocating

1. DDIO hit/miss rate
2. Memory consumption caused by I/O traffic

Top-Down Analysis Methodology
μ-arch bottlenecks

Memory bandwidth

I/O transactions flow
Telemetry points
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Traffic controller

IIO – integrated IO
Outbound direction is from the root port towards the endpoint;
Inbound direction is from the endpoint towards the root port;
OTC – outbound traffic controller;
ITC – inbound traffic controller;

Terminology

IIO counter control register for Skylake Server

fc_mask controls whether it looks at P, NP, or C;

ch_mask controls what PCIe port it looks at.

Ctr0 Ctr1 Ctr2 Ctr3
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Traffic controller
Events
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Traffic controller

Uncore TC Events Counts/sec Comment

Inbound Write 2,242,660 Device updates CQ tail (x16B)

Inbound Read 579,660,272 Device fetches data (x4096B) + commands (x64B)

Outbound Write 1,123,970 CPU rings Doorbell (x4B) twice per each request

Application writes to device/device reads from system memory
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Uncore TC Events Counts/sec Explanation Comment

Inbound Write 2,242,660 = 555166 * 16B / 4B Device updates CQ tail (x16B)

Inbound Read 579,660,272 =  555166 * (4096B + 64B) /  4B Device fetches data (x4096B) + commands (x64B)

Outbound Write 1,123,970 = 555166 *2 CPU rings Doorbell (x4B) twice

Traffic controller - explanation
Application writes to device/device reads from system memory

Application reports:
555166 IOPs Outbound Write

Outbound Write

Inbound Write

Inbound Read
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Traffic controller

Uncore TC Events Counts/sec Comment

Inbound Posted TLPs 559,893 Device updates CQ tail (x16B)

Inbound Non-Posted TLPs 5,070,096
Device fetches data (x4096B) + commands (x64B)
MRRS=512B so 8 TLPs for Data + 1 for command

Application writes to device/device reads from system memory
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Uncore TC Events Counts/sec Explanation Comment

Inbound Posted TLPs 559,893 = 555166 Device updates CQ tail (x16B)

Inbound Non-Posted TLPs 5,070,096 =  555166 * (8TLP+ 1TLP)
Device fetches data (x4096B) + commands (x64B)
MRRS=512B so 8 TLPs for Data + 1 for command

Traffic controller - explanation
Application writes to device/device reads from system memory

Application reports:
555166 IOPs

PCIe Posted TLP

PCIe Non-Posted TLP
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Traffic controller

Uncore TC Events Counts/sec Comment

Inbound Write 684,557,476 Device delivers data (x4096B) + updates CQ tail (x16B)

Inbound Read 10,644,464 Device fetches commands (x64B)

Outbound Write 1,330,200 CPU rings Doorbell (x4B) twice

Application reads from device/device writes to system memory
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Uncore TC Events Counts/sec Explanation Comment

Inbound Write 684,557,476 = 666966 * (4096B + 64B) /  4B Device delivers data (x4096B) + updates CQ tail (x16B)

Inbound Read 10,644,464 =  666966 * 64B / 4B Device fetches commands (x64B)

Outbound Write 1,330,200 =  666966 *2 CPU rings Doorbell (x4B) twice

Traffic controller - explanation
Application reads from device/device writes to system memory

Application reports:
666966 IOPs Outbound Write

Outbound Write

Inbound Write

Inbound Read
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Traffic controller

Uncore TC Events Counts/sec Comment

Inbound Posted TLPs 11,316,994
Device delivers data (x4096B) + updates CQ tail (x16B)
MPS=256B so 16 TLPs for Data + 1 for CQ tail

Inbound Non-Posted TLPs 666,375 Device fetches commands (x64B)

Application reads from device/device writes to system memory
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Uncore TC Events Counts/sec Explanation Comment

Inbound Posted TLPs 11,316,994 =  666966 * (16TLP+ 1TLP)
Device delivers data (x4096B) + updates CQ tail (x16B)
MPS=256B so 16 TLPs for Data + 1 for CQ tail

Inbound Non-Posted TLPs 666,375 =  666966 Device fetches commands (x64B)

Traffic controller - explanation
Application writes to device/device reads from system memory

Application reports:
666966 IOPs

PCIe Posted TLP

PCIe Non-Posted TLP
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Write Cache
Events
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Write Cache

Uncore IRP Events Counts/sec Comment

Full cache line write 42,268,836 Device delivers data (x4096B)

Partial cache line Write 666,934 Device updates CQ tail (x16B)

Read 666,940 Device fetches commands (x64B)

Application reads from device/device writes to system memory
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Uncore TC Events Counts/sec Explanation Comment

Full cache line write 42,268,836 = 666966 * 4096B / 64B Device delivers data (x4096B)

Partial cache line Write 666,934 =  666966 Device updates CQ tail (x16B)

Read 666,940 =  666966 Device fetches commands (x64B)

Write Cache - explanation
Application reads from device/device writes to system memory

Application reports:
666966 IOPs

Partial CL writeInbound Read

Full CL write
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Write Cache

Uncore IRP Events Counts/sec Comment

Full cache line write 0

Partial cache line Write 565,389 Device updates CQ tail (x16B)

Read 36,403,315 Device fetches data (x4096B) + commands (x64B)

Application writes to device/device reads from system memory
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Uncore TC Events Counts/sec Explanation Comment

Full cache line write 0

Partial cache line Write 565,389 =  555166 Device updates CQ tail (x16B)

Read 36,403,315 =  555166 * (4096B + 64B) / 64B Device fetches data (x4096B) + commands (x64B)

Write Cache - explanation
Application writes to device/device reads from system memory

Application reports:
555166 IOPs

Partial CL write

Inbound Read
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▪ Inbound Write Flows:

Two phases

• Get line ownership for IIO

• full cache line write, ownership without data (I2M)

• partial cache line write, ownership with data (RFO)

• IIO delivers data to LLC, releases ownership (WbMtoI)

▪ IIO Snoop assumption:

• IIO treats all core snoops as invalidating

Write Cache
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16B completion queue entries 
arrive to the system

Core reads CQ entries after I/O 
completed update. Found the 
data in L3 cache

Single RFO to commit CQ data 
into LLC.

21

Core 1

L1 cache

L2 cache

Core

LLC cache [CQ entry, data]

Uncore
IIO

Write Cache

Core 2

L1 cache

L2 cache

1

2

3

SSD

Write Cache
Basic flow without conflicts – core is polling just right
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16B completion queue entries 
arrive to the system

Core reads CQ entries while I/O 
is in the middle of transferring 
CQ entries into LLC. Miss the 
data in L3 cache and went to IIO 
write cache for most recent 
copy

CPU snoops arrived. I/O lost 
partial cache line ownership. 
Remaining CQ entries need to 
reissue RFO to transfer data.

22

Core 1

L1 cache

L2 cache

Core

LLC cache [CQ entry, data]

Uncore
IIO

Write Cache

Core 2

L1 cache

L2 cache

1

2

3

SSD

Write Cache
Core/IO conflict flow – core polling is ahead of IO
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Write Cache

Uncore IRP Events Counts/sec Comment

Lost Forward 0 Snoop pulled away ownership before a write was committed

SNOOP_RESP.HIT_M 555,721
HIT_M means cores missed LLC and snoop into IIO for 
completion queue entries 

Core/IO interaction
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The LLC coherence engine (CHA)
Events
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The LLC coherence engine (CHA) 

Uncore IRP Events Counts/sec Comment

TOR_INSERTS.PRQ_MISS.RFO 0
The LLC/SF/MLC complex were able to service the request 
without involving Intel UPI and/or any RD/WR to a local 
memory controller

TOR_INSERTS.PRQ_HIT.RFO 555,721

Data Direct I/O



SPDK, PMDK & VTune™ Amplifier SummitCopyright ©  2019, Intel Corporation. All rights reserved. 
*Other names and brands may be claimed as the property of others.

Optimization Notice

The LLC coherence engine (CHA) 

Uncore IRP Events Counts/sec Comment

TOR_INSERTS.PRQ_MISS.RFO 555,721
The LLC/SF/MLC complex were NOT able to service the 
request without involving Intel UPI and/or any RD/WR to a 
local memory controller

TOR_INSERTS.PRQ_HIT.RFO 0

Data Direct I/O
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Intel VTune
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Recap 

Total Bytes
Transferred

Data B/W TLP/sec
Average
Transfer 

Size

DDIO
Usage CPU/IO

Conflicts

Read
Write

Read Write P NP C P NP C Hit Miss
Full Partial

6798660 7863 8666790 7986660 6798066 769 7968 0 679 7968 0 4358 86766
Not

Detected

Hardware-Level Performance Analysis of Platform I/O

▪ TLP – Transaction Layer Packet

▪ P – Posted,  NP – NonPosted, C – Completions

▪ DDIO – Intel Data Direct I/O

▪ Full/Partial - @64B aligned/not aligned
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Summary
▪ Building performance tuning methodology on top of server Uncore perfmon 

continues to be an area of ongoing research and development

▪ Uncore perfmon events are proved to be really useful for debugging 
performance of I/O intensive applications, especially in the field

▪ Intel VTune Amplifier forms all-in-one approach putting the all necessary 
information in one place for developers to analyze various CPU/IO 
interactions

Contacts

– Roman Sudarikov roman.sudarikov@intel.com

mailto:roman.sudarikov@intel.com
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Reference Information
▪ Documents and links

– SDM w/PMU chapter - https://www-ssl.intel.com/content/www/us/en/architecture-and-

technology/64-ia-32-architectures-software-developer-vol-3a-part-1-manual.html

– List of publically available Uncore PMON docs – JKT -> SKX - https://software.intel.com/en-
us/blogs/2014/07/11/documentation-for-uncore-performance-monitoring-units

– Intel VTune Amplifier - https://software.intel.com/en-us/vtune

– “Intel® Xeon® Scalable Family (Purley) Platform Integrated I/O Performance Guide”, ref#598895 

https://www-ssl.intel.com/content/www/us/en/architecture-and-technology/64-ia-32-architectures-software-developer-vol-3a-part-1-manual.html
https://software.intel.com/en-us/blogs/2014/07/11/documentation-for-uncore-performance-monitoring-units
https://software.intel.com/en-us/vtune

