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Understanding Intel Analyses

Toolbox -

ADesign of software aided by Advisor
ACorrectness checked by Inspector

APerformance profiled, bottlenecks analyzed, and software/HW
context shown by VTune:
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TRIAGE WITH VTUNE
PERFORMANGE SNAPSHOTS




Better, Faster Application Performance Snapshot
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Better Answers

Your application is MPI bound.
This may be caused by high busy wait time inside the library (imbalance),
e nomed Broadwell-ED non-optimal communication schema or MPI library settings. Use MP1
profiling toals like Intel® Trace Analyzer and Collector to explore
performance bottlenecks.

A CPU utilization analysis of physical cores

129.57s

Elapsed Time

Less Overhead
A Lower MPI trace overhead

47.21 1.23K

X

SPFLORS cpl
(MAX 1.24, MIN 1.21)

& faster result processing

4 . MPI Time QpenMP Imbalance Memory Stalls FPU Utilization
A N eW d ata S e I e Ctl O n & p au S e/res u m e E;‘.ggifoﬁ of Elapsed Time E;g: of Elapsed Time B o

MPI Imbalance

let you focus on useful data

0.65% of Elapsed Time Memery Footprint

TOP 5 MPI Functions o Resident PEAK AVG
Waitall 31.90 Per node: $62.29 MB 764.01 MB
send 232 Perrank: 13203 MR 44.94 MB

Easier to Use

A Visualize rank-to-rank &
node-to-node MPI communications

A Easily configure profiling for Intel® Trace Analyzer & Collector
Free Download: intel.com/perfo

Barrier 5.77 Virtual PEAK AVG

- >7 er 963581 MB 9527.22 MB

Scatterv 0.00 node: A e
Per
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Application Performance Snapshot

Discover opportunities for better performance with vectorization & threading

Objectives

A Simple enough to run
during a coffee break

A Highlight where code pom——
modernization can help 2.9 |

was wasted in OpenMP
runtime (not incleded in

== Application Performance Snapshot Preview

(T ) ()
1 875 41.5% 59% 0.

A low metric value can indicate A high metric value can indicate
significant execution pipeling
stalling on memary operations

due to memery-related

poor FPU utilization. This is
nermal if yau are nat daing
floating peint math, But, if your
performance isswes like poor app performs significant floating
cache reuse, excessive NUMA point calculations try

remote accesses, false sharing, vectorization efficiency analysis

U S e rS CPU utilization). Possible bandwidth limited memeany toals explore on Decause of nen-
reasons: load "““‘a““f access. Lise memory access vectorized floating point
pu pu ::m;?;‘:;:ﬂ::: profiling togls to dentify aperations or inefficient
: A particular bottlenecks and how vectorization because of legacy
A P e rfo r m a n C e te a m S Y fast or serial regions. Perform to reorganize code to reduce vector instruction set or memaony
OD‘?‘MP par: "?1 region latency of memary operations, acess pattern issues,
¢ profiling to explore on 2pr Learnmaore, .4 Learn maore,

prioritization of which apps e [
will benefit most T

A All Developers Ysize the Non-Objectives
potential performance gain A Actionable tunlng data Ythat IS another tool.

from code modernization ET Gj Bh] i 11 JUij G hGi

Free download: http://www.intel.com/performance -snapshot
Ciy)] TiGiJgHg KTijh DYijHT N &8GiI GiTHT EijJgl|] Gig DiijHI N ¢&eld
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http://www.intel.com/performance-snapshot

Storage Performance Snapshot

Discover if faster storage can improve server/workstation performance

Learn It On One Coffee Break @ Storage Performance Snapshot - *< Share

A = Menu  DataFile |kernel-build-hdd.dat Test Information @
A Easy Setup B 4| Host:  setst-hsx-04
A Quickly see meaningful data -

Observations Start: 17 September 2015, 11:33
User

A System view of workload T
A Any architecture "

',N

--M:ﬁumuhﬂ- -/l

Yo
33:30 5345 3400 3415 3430 3445 3500 35115 35:30 3545 5600 3615 36:30

¥ Overview

Targ eted SyStemS SYStem Disks 0% 25% 50% 75% 100%
-~ . . Average utilization above 50% (TSN
A Servers & workstations with ! . al

sdb

directly attached storage 4 . ?
A Not scale out storage clusters s Wb wrsos

Idle: 29% B Cache: 16% Unused: 100%

A Linux kernel 2.6 or newer
dstat 0.7 or newer

A Windows Server 2012, Windows 8

or newer Windows OS Free download: http://www.intel.com/performance -snhapshot
Cill)] TVTGirJgHg KTijh DYijHT N &GiI GTTHT EijJgl |
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VIUNE™ AMPLIFIER -
PLATFORM PROFILER



Intel® VTune Amplifier - Platform Profiler

Tune Workloads & System Configuration

Finds Performance Metrics
A Configuration issues A Extended capture (minutes to hours)
A Poorly tuned software A Low overhead Y coarse grain metrics
Target Users A Sampling OS & hardware performance counters
A Infrastructure Architects A RESTful API for easy analysis by scripts
A Software Architects & QA
Timelines & Histograms Core to Core Comparisons
Server Topology Overview I0PS UOPS Delivered (average/core)
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Tune Persistent Memory Systems

Memory mode systems: Ensure DRAM bandwidth > persistent memory bandwidth

Socket O - DDR Socket O - DDRT
- B Channel1 M Channeiz M Channel3 Channel1 M Channel2 B Channel 3
B Channels M Channels Channel 5
Read Throughput Read Throughpur
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VTUNE™ AMPLIFIER - CODE
ANALYSES




Analyze & Tune Application Performance

Intel®® e 37 HL CIP PerfdrrhahcH Profiler

Save Time Optimizing Code

A Accurately profile C, C++, Fortran*, Python*, Go*,
Java*, or any mix

A Optimize CPU, threading, memory, cache, storage

A Save time: rich analysis leads to insight
A Take advantage of Priority Support

Y Connects customers to Intel engineers for confidential inquiries (paid versions)
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Advanced Hotspots Hotspots ~ @

INTEL VTUNE AMPLIFIER 2019

Caller/Callee  Top-down Tree  Platform

1 (pagallisty C

Analysis Configuration  Collection Log ~ Summary  Bottom-up

Grouping Function / Call Stack “[x][o][=] A New Platform Profiler! - Longer Data Collection
CPU Time ¥ «|| Context Switch Time [«|| Context Switc ~
Functon/ CallSack | Efoctve Time by Uiizston 7 1,1 | Ortead | g T nctve Tme | precmpion A A more accessible user interface provides a simplified profiling
updateBusinessAccoun 09155 B ] 5 5 5 0855
priatinSt)mpSpa‘:‘a\lel_t;r@zﬁg ;21:5 [ ] ] Es Es Es ﬁﬁ:; zgj Workﬂow
~ _ kmp_invoke_microtas| 7.915s @0 0s 0s 0s 0.042s 815 Ve . .
e 0s  o0s|  o0s ooms 10 A Smarter, faster Application Performance Snapshot: Analyze CPU
updateCustomerAccount 7.7665 |0 0s 0s 0s 0.052s 1,111 a ..oy _ o~ - .. N o ~ . ~ " - . ~
" npe_atomic_hedé_add | 2772 1SS 0s o Jijl 11T LGHI ] T | h | Al GGI(Lin®F)1 HIJ#
__kmpc_critical 0s 2021s 0s 0s 0.014s 262 v . . ) ) )
: T T SrSrT™ e A Improved JIT profiling for server -side/cloud applications
5| OMP Worker Thread #2 (.. o e ASPDK and DPDK I/O analysis | HGIJJ 1 H  HI j ijkR ||
=| OMP Worker Thread #3 (TI... [JPreemption ) ’
rtmtest_openmp (TID: 12732) T 1 _ 1
Py Te— i A New Platform Profiler! - Longer Data Collection
e ime ] B . A A more accessible user interface provides a simplified profiling
FILTER 1000% 4 | [AnyProc| [Any Thread | [Any Moc | [Any L | | Userfuncti ~ | Show inl | | Functior | workflow
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Learn More: software.intel.com/intel -vtune-amplifier -xe

A Additional embedded OSs and environments


https://supporttickets.intel.com/

INTELVTUNE AMPLIFIER2019

G h G IJ CEIJ é I:I K FI l I Hotspots -::Cll-lMicroarchitecture

L]

.. . Want to find DU'[?WhEFE your Want to see hDW?fﬂCiEﬂtl‘,’
Intel® VTune Amplifier Performance Profiler R R code S g e
New, Simplified Setup and More Intelligible Results Hto | @
otspots Microarchitecture
. . Exploration
New Platform Profiler - Longer Data Collection p@

A Find hardware configuration issues
A Identify poorly tuned applications

Memory Access

Parallelism

Smarter, Faster Application Performance Snapshot Wt 0 assess he compute efficiency of your
A Smarter: CPU utilization analysis of physical cores multi-threaded app?
A Faster: Lower overhead, data selection, pause/resume ) )
Added Cloud, Container & Linux .NET Support e Cﬁerfg;%ncte
A JIT profiling on LLVM* or HHVM PHP servers
A Java* analysis on OpenJDK 9 and Oracle* JDK 9 Platform Analysis
A .NET support on Linux* plus Hyper-V* support 6% 6% 16k 6%
SPDK and DPDK I/O Analysis EA G133 1 A F CT | ij k R & [ el T chbure Kc@olienidib  profing
otspots
Balance CPU/FPGA Loading o %
Additional Embedded OSs & Environments e T < o
(preview)
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Easier Setup, More Intelligible Results
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Fresh, Accessible Analysis Setup Hotspots Microarchitecture

Want to find out where your app spends Want to see how efficiently your code is

A - L time and optimize your algorithms? using the underlying hardware?
A Simplified workflow 5 . u 5
Hotspots Memory General Memory Access
onsum )

A More familiar terminology e
A More logical groupings parallelism

Want to assess the compute efficiency of your multi-threaded app?

2 @2

Threading HPC
mar

Performance Insights
A Suggestions for further analysis

Hotspots Insights
If you see significant hotspots in the Top Hotspots list, switch to the

I Bottom-up view for in-depth analysis per function. Otherwise, use the
ImprOved D|Sp|ayS Caller ‘(.' ‘ view to track critical paths foruthese hotspots. i

A New hardware pipeline display Explore Additional Insights

Parallefism 1 17.8% (15.622 out of 88 logical CPUs) &
Use © Concurrency to explore more opportunities to increase parallelism
in your application.
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Yisugliz,e the Micro-Architectural Bottleneck
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Issue: A significant portion of Pipeline Slots
is remaining empty due to issues in the
Front-End.

Tips: Make sure the code working size is not

toe large, the code layout does not require
too many memory accesses per cycle to get

40.73% - Retiring
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The metric value is high. This can Indicate
that the significant fraction of execution
pipeline siots could be stalled due to
demand memory load and stores. Use
Memory Access analysis to have the

This metric represents how much Core
non-memory issues were of a bottieneck.
Shortage in hardware compute resources,
or dependencies software's instructions
are both categorized under Core Bound
Hence it may indicate the machine ran out
of an OOO resources, certain execution
units are overicaded or dependencies in
proaram's data- or instruction- flow are




